
Abstract 

This paper discusses a new model-based 
apruach to recognizirq twu-dimensiml (24) 
objects. In the training phase, each known 
object is modelled as an odered sequen~e of 
meanhqful cmpnents of the boundary: each 
cmponent is, in turn, described by a feature 
vector. !RI recognize an unknwn object, the 
unknown object is also represented as an 

for each canporwrt the wrresporduq feature 
vectof is obtained. Then a component of a 
given model is witched against the ocmponents 
of the unknmn object representation. If a 
good match is found, the location and the 
identity of the unknown object is 
hypothesized and verified. The proposed 
approach is capable of recognizing both the 
fully and the partially visible objects. 

ordered sequence of IEdrlingm mrqxnents ami 

1. Introduction 

Recently there has been an increasing 
interest in machine vision systems that are 
integrated into manufacturing operations 
(e.g., assembly, inspection, and material 
handing). Such a machine vision system is 
called an industrial vision system. An 
important task in industrial vision is the 
interpretation of gray-scale images 
containing Wo-di.--ional (2 -6 )  cbjects. A 
Nsnber of apprmches have been proposed for 
analyzing such images. Some of these 
approaches can hardle only simple cases *ere 
the objects are not allowed to touch or 
occlude each other, whereas others are 
capable of handling more general complex 
cases. Most of the existing 2-d object 
recognition systems/techniques are model- 
based. In a model-based system, the 
predefined or precompiled models 
(descriptions of the )owwn Cajects) are used 
to determine the identity ard orientation of 
the cbjects present in a given image. 
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type of features 
Classical stati 
tdmiques are usually enplwyed inqple ca 
of global feature-based nudels [ 3 4,5]. 
Ihe idea is to describe an object a list 

These values are usually invariant t o  
translation, rotation, and, possibly, -1- 
of the object. To recognize an unknown 
object, its feature vector is an@xd a d  
usally, a nearest neighbor classification 
technique is used. However, the global 
feature-based techniques are incapable of 
maqnitirq partially visible objects. 

Tb m z e  the partially visible objects, 
l o c a l  feature-based t e c h n i q u e s  
[6,7,8,9,10,11,12] are utilized. Most of 
these techniques employ the cbject kumdary 
features. In most of these techniques the 
object bourrlary or the awruximated 
is described by a set of primitive structural 
units. This set and the information 
derivable from it form the basis of both 
model buildins ard &tion process. 

This paper presents a new 2-d object 
recoqnition technique that is capable of 
recognizing partially visible objects. 
Unlike most of the exist- approads that 
utilize line sqmmt-s, wmew, or arbitrary 
segments of the bau'rhry to describe object, 
we describe an object by an ordered set of 

The organization of the remainder of this 
paper is as follows. In Section 2, we 
&scribe the nudel/soene description build- 
process. Section 3 discusses the overall 
recqnition process. In Section 4, we 
present so- experh-=nbl results. Finally, 
in section 5, we offer cu r  oonclusions. 

2. Model mildim pramss 

In the training phase, the models of the 
known objects are develcped by shwimg ea& 
of the kKlun object23 to the system. F i m  1 
shows the seqwna of operations involved in 
the cnrerall d e l  tuildhq prrxmss. 

of numerical values called a fea 3 ,  vector. 

itsn-eaniqfulaxpnen ts. 
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To build the rcndel of a given &j&, a good 
antrast h g e  of the object is acquired and 
it is thresholded to obtain a binary h g e .  
'Ihe object b u r r h r y  is traced (131 to obtain 
an ordered set of boundary points. A 
polygonal approximation of the object 
boundary is then obtaind. In our system, 
curve splitting [15] and the curvature 
computation method proposed in [14] are 
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employed to obtain the vertices of the 
polygonal approximation of the boundary. 
~ext, the polyqoml bourd;iry, so WM, is 
decanposed hta its meanhqful canponents. A 
method similar to the one prcpxxd in (161 is 
used. Figure 2 shows some polygonal 
aFp&tions ard their components. A set 
of properties are computed for each 
canponent. nus, a canponent is represented 
by a feature vector. In the experiments, 
dixrussed in Section 4 ,  a component, C ,  is 
represented by a feature vector, C Ac, Pc, 

) )  >, where Ac is the area of . . .,( x N~ YN, 
cmpnent C,  pC is the perin&er of 
C, Lc and are respectively, the wm 

the orientation of 'the mint vectDr of 
component C, N~ is thei number of vertices in 
cmpment c, sc- T= &e, -. respztively, the 
magnitude of the smallest and the largest 
radial VBCtQrs of component C ,  (xm,ym) are 
the coordinates o f  the midpoint of the 

are the coordinates of the Nc vertices of 
component C. The endpoint vector and the 
radial vectors of a anpnent are depict& hi 
Figure 3. t 

3. cmmnent M a t c h i m  z k  obiect w i t i o n  
In the reccqnition phase of o u r  system, a 
representation for the unknown scene is 
developed using the -1 building process, 
discussed in Section 2 .  To determine the 
identity arrl the location of the objects in 
the unknown scene, a model-driven 
hypothesize-and-test approach (171 is 
utilized. The basic idea is to hlpothesize 
the identity ard location of an object in the 
scene by finding a goQd match for one of its 
components in the scbne. A hypothesis is 
accept& if a good mtch is fourd between the 
transformed (based on the hypothesized 
location) model of the hypothesized object 
ard the scene represen@tion, otherwise it is 
rejected. The overaa .hypthesis generation 
ard verification pr0oerjs:is as follcws. 

3.1 HMothesis Generation Verification 

'lb hypothesize the pregence of an object in 
the scene, the caqmmts of that dject are 
canpared to the caqmnpts of the same. fix! 
following prcpxties are used to ccqnm the 
CanpXrents: area, perimeter, magnitude of 
the endpoint vector; number of vertices, 
m'lgnihde of the laqe@- radial vector, and 
mgnitude of the srvallest radial vector. T h e  
lkelihood that c0, a -rent of the object 
0,  matches Cs, a com&ment of the s c ~ e ,  is 
defined as: 

Lc, e,, Nc, Sc, Tc, ('$,,,Ym)# ((XitYl), 

erdpoint vector and (>c,,y,), . . . ( )kc# YNc) 

. .  

= 1 atherwise. 

mere z is taken overall p e i ~  p, wr 
a weight constant corresponding to 
property p such that 0 < w c 1 ard w = P P 
P d9 arethemuesofthepropert 

I cO cS 
for  CQ and Cs, respectively. vmax is ' 
u p p x  w on the quantity Id' - vP I ard 

. .  

co cs 

_ -  . .  - 
._ - _  "max 

Likelihood [Cot Cs] takes a m.id.mm value 

cs, if the likelihood (C,,C,) c t, where 

model acceptably matches sarre canponent, 
of the scene, the corresponding object 1 
hypathesized to be present in the m. 
location of the hypothesized object 
defined in terms of the rotation , 
translation in y-direction ty. Thes 
translation in x-direction tx, and 

pammters are Omplted as follcws: 

I ty = Ym s t  - (%Si" + Ym- t I *  

 here (<, y:) and (<, y:) are the micipint 
of the enpoint vectors of Co 

respectively. 

To verify a given hypothesis, all the p i n t  

parameters. If the transformed mod 
vertices match more than a threshold rn 
of scene vertices, the hypothesis is ampte 
and the corresponding object is declared 
be found at the hypothesized locatio 
otherwise the given hypothesis is rejected. 

and 

(vertices) of the hypothesized model 
transformed using the hypothesized 

4, Exw r h t s  

we have tried our Mmique on sevemi shp\ 
and complex real scenes. In one of thes 
experiments, models of 3 flat objects wer 
&vel-. ?he polygo~l appruximations an 
the components of these cbjects are shm i 
Figure 2. 

Figure 4 shows a scene consisting of 
cbjects occluding each other. The result 
obtained by our recognition approach ar 
ShaJn h Table 1. Note that each image i 
taken to be in the fourth quadrant of 
stanhrd Cartesian mrdimte Systm and tha 
a mitive angle of rotation is assumed to b 
cloclcwise frun the positive x-axis. 
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5. Qnclusim 

A new technique for recogn iz i fg  t x d m z n s  ion 
objects is presented. This technique is 
capable of handling the cases with fully. 
visible objects ard the cases with partially 
visible objects as well. The technique 
utilizes global features of the meanirqful 
components of the object and scene for 
generative hypotheses. 
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Figure 1 .  The model building process. 
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a. Object 1 

u; 
b. Object 2 

c. Object 3 

Figure 2. The plygoria1 approximations 
and the components of the knoiin 
ob] ccts. 

Figure 4. The unknown scene  

Table 1 :  Results for Ihe Scene in Figure 4 

8 

3 3 9 

radial vectors 

L e n d p o i n t  vector 

Figure 3. The endpoint vcclor and ihe 
radial vcclors of a Component. 
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